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Abstract: 

The Impervious Surface is known as hidden urbanization and a key factor for the ecological 

performance of the environment. Impervious surface is directly proportional to urbanization 

and the increase in urbanization leads to an increase in impervious surface. Remote 

Sensing integrates the art and science of earth-released sensing smoothly to the newest 

computerized image handling interpretive tools and methodologies. The Remote Sensing 

approach has been effective in identifying impervious surfaces with the help of different 

Indices which sometimes lacks in generalizing the overall impervious surface. Mapping of 

impervious surface are useful in the sustainable planning of urban areas and this impervious 

layer can be fed in water runoff modelling. 

In this study, the Deep Learning method which is a subset of the Machine Learning 

approach is applied to map the probability distribution of the Impervious Surface of 

Kathmandu Valley. The training dataset in which Open Street Map features such as building 

and selected road type has been considered as impervious surface and the cloudless 

Sentinel-2A composite image optical bands of 10-meter spatial resolution and some 

calculated indices such as NDVI, NDWI, MNDWI, NDBI, SAVI, and IBI is considered as a 

predictor for the impervious surface. The dataset was extracted programmatically from the 

different highly urbanized areas of Nepal. The configuration of the Deep Learning Model 

used here is the UNet model with patch size 64X64 pixels, Adam as an optimizer, MSE as 

a Loss function, RMSE as a metric, and sigmoid as final activation function to produce 

probability layer of impervious surface. 

Three different combinations of features such as optical bands only, optical bands with 

indices, and selected optical bands and indices were considered to train the model and find 

the probability distribution of impervious surfaces. The Test RMSE score of three different 

is 0.1991, 0.1976, and 0.1985. All three models were successful in separating the 

impervious surface from the pervious surface. 
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Chapter-1: Introduction 

1.1 Background 

Nepal is a country of South Asia, situated in the lap of the Himalayas. The border area is 

surrounded by China in the North and India in the East, West, and South. The extension of 

Geographical location is from 26° 22' North to 30° 27' North latitude and 80° 04' East to 88° 

12' East longitude. Nepal is divided into three physiographic belts known as Terai, Pahad, 

and Himal. 

The total urban population of Nepal consists of 17% of the population resided in 58 

designated urban areas (CBS, 2012). Similarly, with the addition of 159 municipalities in 

2014/2015, 40% population resides in 217 designated urban areas. Although the growth 

rate in the intercensal decade was 3.43%, the normal yearly growth between 1981-2011 

has stayed at a high pace of 5.3% and the urban-rural growth differential in 2011 was 2.4% 

(MoUD, 2017) and more detail growth rate is given in below Table 1.2.  

Table 1.1: Urban Growth Pattern in Nepal (Adapted From, CBS, 2012; Choe & Pradhan, 

2010; MoUD, 2017) 

Parameters 1961 1971 1981 1991 2001 2011 2014/15 

Number of 
urban areas  

16 16 23 33 58 58 217 

Urban 
population 
(%)  

3.6 4.0 6.4 9.2 13.9 17 40 

Urban growth 
rate (%)  

4.40  3.23  7.55  5.89  6.65  

 

3.43 N/A 

 

Natural population growth, rural-to-urban migration, and reclassification of rural areas into 

urban areas are the factors in Nepal's urbanization (Devkota, 2012). 
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Urbanization in Nepal is mostly dominated by some huge and medium-sized urban areas. 

And Kathmandu Valley is the center of Nepal's Urbanization growth. Kathmandu is the only 

city with millions of population and the level of urbanization of Kathmandu Valley, including 

three districts Kathmandu, Lalitpur, and Bhaktapur is around 96.97% (MoUD, 2017).  

Kathmandu Valley has 40% of the total urban Population (Rana & Marwasta, 2015). In 

several places of Kathmandu, the average urban population density is 10,000 People per 

square kilometers as per Census 2011. Seven driving variables have influenced the 

dynamic pattern of urban growth in the Kathmandu valley: physical circumstances, public 

service accessibility, economic opportunities, land market, population increase, and political 

environment (Devkota, 2012).  

Urbanization has not just effect on decreasing the deeply rooted agricultural land to non-

agricultural land but it has adverse effects and implications on the quality of life, preservation 

of the environment and other natural amenities, farming income, sustainable agricultural 

production, as well as public interests of the open space, farming tradition and landscape 

preservation standards (Rana & Marwasta, 2015). 

 Because of expansion in urbanization the haphazard development has additionally been 

expanding. The expansion in urbanization has prompted the expansion in impervious 

surface and lots of development project includes and deal with the burgeon in impervious 

surfaces. Impervious Surface is characterized as the cover of soils with impenetrable 

material like concrete, metal, glass, landing area, and plastic(Scalenghe & Marsan, 2009). 

Impervious Surfaces are mainly constructed surfaces are rooftops, sidewalks, roads, and 

parking lots, and surfaces like this can be found in urbanized regions with commercial, 

industrial, transit, and medium to high-density residential land uses (Barnes et al., 2000). 

There has been no study of impervious surface in Kathmandu Valley and how deep it is 

rooted on the soil of the Valley. Although we have seen some of the adverse events of 

impervious surface implications such as flash floods, water pollution, increase in 
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temperature, less green area, depletion in ground water, water runoff, and other natural 

calamities. A proper study is required to analyze the extent of the impervious surface of the 

Kathmandu valley.  

1.2 Literature Review 

A literature review is an inquiry and assessment of the existing literature in your given 

subject or area of topic. It establishes the current state of knowledge in the field of the issue 

or topic you're writing about. It's a detailed overview of prior research on a subject. The 

literature review recognizes the efforts of earlier researchers, assuring the reader that your 

study is well-thought-out. The literature review is an important step for the overall 

completion of the thesis. 

1.2.1 Impervious Surface 

According to the oxford dictionary, an impervious surface is something that does not allow 

liquid or gas to pass through. Duley (1940) refers to the impervious surface as “soil seal” 

which means a layer that limits the infiltration of water through soil and is defined as the 

cover of soils with impenetrable materials like concrete, metal, glass, and plastic (Scalenghe 

& Marsan, 2009). Impervious Surfaces are mostly man-made structures such as roads, 

sidewalks, driveways, parking-lot, airports, industrial areas, commercial areas. Surfaces 

that allow little or no rainwater penetration into the earth are termed impervious surfaces. 

Impervious surfaces, apart from exposed natural rock cropping are entirely human-made 

and constitute an artificial feature of most ecosystems.  

According to Strohbach et al. (2019), the impervious surface is also known as the “hidden 

urbanization” and is an important factor for the ecological performance of the built 

environment, in particular for water balance. He also describes that there is an increase in 
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impervious surface particularly in commercial or non-commercial area housing and found 

out there is a gap between the development plans and actual implementation. 

Impervious surfaces are approximately 100 percent hydrologically active and significant 

percentages of such surfaces may be found in urbanized regions with commercial, 

industrial, transportation, and medium to high-density residential land uses(Novotny & 

Chesters, 1981),. 

Arnold & Gibbons (1996) states that, the impervious land cover has long been a feature of 

urban, it has only lately become recognized as an environmental indicator. He also added 

that the highways and rooftops are the most common and immediately recognized kinds of 

impermeable surface, sidewalks, patios, bedrock outcrops, and compacted soil are some 

other examples and the percentage of land covered by impermeable surfaces grows when 

development changes the natural environment which is extremely varied between 

communities and a significant component in the built environment's ecological performance.  

1.2.2 Cause of Impervious Surface 

Impervious Surface is directly proportional to Urbanization. The increase in urbanization 

leads to an increase in the impervious surface and it is one of the major indicator to measure 

the urbanization process and ecological environment (Liu et al., 2020). 

According to Scalenghe & Marsan (2009), the loss of structure due to the impact of rain or 

soil laboring, the dispersion of colloids, and compaction are some of the causes that have 

been discovered that might lead to the impermeabilization of the soil surface. There have 

been many contributions as to what drives urbanization which ultimately leads to the 

impervious surface; some of the explanations cited include industrialization, 

commercialization, and migration, natural growth, socially beneficial services, opportunities 

for work, and other things(Bodo, 2019).  

The major causes to increase in impervious surface area are as follows: 



 5 

1.2.2.1  Rural to Urban Migration 

The voluntary movement of people (as individuals, family units, or large groups) from their 

native lands (places of birth or residency) to a new spot to settle down partially or 

completely, due to economic and technological growth or advancement in their desired 

destination, is defined as migration (Bodo, 2019). 

Tacoli (2018) describes that in low and middle-income countries, urbanization is driven by 

net rural-urban movement in response to greater economic possibilities in cities, or by a 

lack of opportunities in rural regions. He also states that there is a strong relationship 

between economic activity and urbanization. There are more educational institutions, health 

facilities, attractive housing amenities, strong road networks, and larger marketplaces for 

people to get comfortable life (Bodo, 2019).  

Due to these factors as people are migrating to an urban area, there is an increase in 

development in housing, roads, industry, and other activities which finally leads to an 

increase in impervious surfaces. 

1.2.2.2  Rural to Urban Transformation 

According to Bodo (2019), there is an increase in demand of people for different facilities 

such as employment, schools, the hospital in rural areas due to which it slowly grows to a 

smaller town, the smaller town grows too large town and large town become cities. He also 

states that, with the development of commercial and industrial operations, policymakers are 

likely to channel the building of essential social amenities, health, and housing facilities to 

sustain the tempo of economic growth or to promote new firms in the region. Political factors 

and socio-economic factors have a major role in transforming rural to urban. As the urban 

land have a relatively higher price than rural areas, so after increasing different facility to 

rural areas the price of land becomes high, which are being sold for housing, industries and 

other for others development activities (Rana & Marwasta, 2015). 
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These are the reasons for which many rural areas are transforming to an urban area and 

as a result development in impervious surfaces to fulfill the growing demand for different 

facilities. 

1.2.2.3  Lack of Policy 

Government negative policies and programs available in various nations throughout the 

world have the greatest effect on urbanization today.  

According to Devkota (2012), due to a lack of policy initiatives and institutional coherence, 

Nepal's metropolitan centers have been plagued by a slew of socioeconomic and 

infrastructure issues. In the lack of a solid strategy for the regulation and administration of 

rapidly expanding urban growth, unregulated and unplanned urban expansion has resulted 

in a slew of issues, including shortages in fundamental urban services, encroachment on 

public lands, slums, and spreading settlement. 

Scott (2008) talks about the lack of policy regarding the intraurban specifically targeted to 

the management and reordering of existing urban areas and urban space have led to rapid 

urbanization at the highest degree. The urban sprawl or the construction of rapid-transit 

systems is immediately and intrinsically an element of the urban question. He also talks 

about the interaction of practical conditions and political arguments that, for the most part, 

exist well beyond the domain of the urban and he has defined it (even if they have numerous 

indirect urban consequences); the latter is inextricably linked to definite articulations of 

urban space. 

This lack of strict policy towards urbanization has caused haphazard and unsustainable 

development and led to an increase in impervious surfaces. 
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1.2.3 Impacts of Impervious Surface 

Increasing imperviousness has an impact on the esthetic nature of the streams and 

landscapes dramatically, indicates a move away from forest and rural areas to more 

suburban and urban settings, and is a way of estimating urban sprawl. These changes have 

enormous implications for the quality of life of millions of people (Barnes et al., 2000). 

 Some of the major impacts due to advancement in the impervious surface are as follows: 

1.2.3.1  Impacts on water 

The flow of water into a porous system like the soil is typically characterized by the law of 

Darcy, which is a gradient that governs the flow of water as well as resistance or 

permeability, respectively. Various variables impact hydraulic conduction and can affect the 

hydrological and mechanical behavior of the soil (Assouline, 2004; Baumhardt et al., 1990; 

Bonsu, 1992) and one of the major impacts of impervious surface is on water quantity as 

well as quality. 

According to Scalenghe & Marsan (2009), the most evident finding is that artificial sealing 

of the soil surface (impervious surface) renders it impervious to water movement. This, 

along with the thermal consequences, suggests that the underlying soil's water regime has 

been substantially changed. In addition to the overall drop in soil moisture content, there is 

a fall in water tables in urban areas, which reduces the pace of chemical reactions. 

Similarly, Barnes et al. (2000) explain that as watershed zones are developed for 

residential, commercial, industrial, and transit usage, there will be significant changes in 

local hydrological cycles, and the paving of previously vegetated regions is followed by 

dramatically changing times and amounts of storm water transported to close streams. The 

author also highlights that the changes in the stream level between storms, groundwater 

tables, and flux erosion rates and volumes are also likely to result from growing 
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imperviousness at the watershed. Additionally, replacing the vegetation with impermeable 

areas lowers considerably the average annual watershed evapotranspiration. 

As per the study Douglas (1983), the substitution of 25%, 50%, and 75% of the forest in the 

northeast United States with the impervious surface will lower annually potential 

evapotranspiration by 19%, 38%, and 59%, respectively. 

Impervious Surface has not the only impact on the quantity of water but also impacts the 

quality of water due to its reduced filtering capacity of sealed soil (Bhaduri et al., 2001). The 

impervious surface due to urbanization of watershed has threat on water quality from both 

point sources pollutants such as factories and powerplant and non-point source pollutants 

by contaminating groundwater, infiltering water interactions with contaminants on the 

surface and within the soil (Barnes et al., 2000). 

Conway (2007) reported that water characteristics changes such as pH and salinity are 

affected when as little as 2% of the surface of the soil is sealed. Pollutants build on 

impervious surfaces and are wiped away by rain (Hope et al., 2004) which are discharged 

onto contagious unsealed soil. A recent research study of changes in urban land use in 

Tampa Bay (27°45' N 82°31' W), USA, has shown that most pollutant loads are strongly 

linked with the amount of impervious surface and its extent (Xian et al., 2007). 

1.2.3.2  Impacts on Food and Farming 

Human Settlement and urbanization are linked to local land and water resource that could 

supply food and shelter and due to which prime agriculture land are frequently used near 

urban areas. According to Canada (1978), every year, an estimated 65,000 km2 of 

agriculture is lost to urban growth for uses such as housing, industry, and infrastructure, 

posing a continuing threat to food and farming. In addition to the loss of land, significant 

agricultural activities have expanded infrastructure for farm construction and impervious 

areas (Allan, 2004). As the agricultural land is being captured by impervious surface area, 
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the global estimations show that 0.43% of the world's geographical area is an impervious 

surface (European Commission, 2012). 

According to Rose et al. (2017) study in Metro Vancouver located in the southeast corner 

of British Columbia, observed that as agricultural land is transformed to urban, commercial, 

and industrial purposes, large sections of fertile soil are lost to impervious surfaces each 

year, reducing the sustainability of soil-based agriculture and approximately 5260 hectares 

or 10% of arable agricultural soil has been covered with impervious surfaces with the 

highest percentage of that being for transportation (1690 ha) and residential development 

(960 ha).  

1.2.3.3  Urban Runoff 

Impervious Surface growth and especially the haphazard irregular spatial pattern is one of 

the major problem of waterlogging which ultimately leads to water runoff after rainfall (Yu et 

al., 2018). 

Bhaduri et al. (2001) has found the linear relationship between the size of impervious 

surface area and average annual runoff.  Haase & Nuissl (2007) have conducted a study in 

the city of Leipzig (51°20' N 12°23' E), EU and it was observed that, in the urban area 

between 1940 and 2003, surfaces runoff had more than doubled as impervious surfaces 

had increased.  Similarly Leopold (1968), emphasizes the reduction in the volume of water 

infiltrating into soils and the amount of water lost in the air through evapotranspiration 

covering the soil with unproductive areas, such as towers and highways, therefore 

increasing the number of runoff after rainy events.  

According to Elaji & Ji (2020) urban runoff simulation study in Blue River Watershed which 

is a fifth-order stream basin that covers about one-half of the Kansas City metropolitan area, 

South of the Missouri River, and has diverse LULC and development activities found that 

its stream tends to be frequent flooded. 
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A simulation study conducted in the USA by Choi & Deal (2008) confirmed that the increase 

in surface flow and sediment runoff under population growth scenarios and increase in 

impervious surface area. In Leeds (53°47' N,1°32' W), EU, Perry & Nawaz (2008) has 

estimated a 12% increase in surface runoff as a result of a 12.6% increase in soil paving.  

Similarly, in a survey carried out in Korea (36°21' N 127°23' E) the pollutant composite was 

impacted in the stormwater rain by the first flash following a rain event in the order: 

Suspended substances > organic substances > nutrients (Kim et al., 2016). Water cycle 

changes are associated with urbanization and urban runoff as given in Figure 1.1. 

 

Figure 1.1: Water cycle changes associated with urbanization. Source: USEPA (1993) 

1.2.3.4  Habitat Degradation, Loss and Fragmentation 

The proportion of impervious surfaces in urban areas is growing, which might be a proxy 

for urbanization. It also influences numerous species assemblages, including bees (Fortel 

et al., 2014; Geslin et al., 2016) and amphibians (Parris, 2006), as well as urban ecosystem 

services including water supplies and flow management (Arnold & Gibbons, 1996). 
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According to Barnes et al. (2000), due to the increase of impervious surface in watershed 

lands, it has degraded and destroyed the aquatic and terrestrial habitats and is adversely 

impacted by water pollutants, and by a greater volume of stormwater runoff from the sealed 

impervious surface. The author also observed that the impervious surface covering the 

range between 10 to 20 percent, has significantly declined in biological integrity and habitat 

quality, decreased the variety of macroinvertebrates, fish, and amphibians, decreased 

amphibian and plant density, higher water, and sediment delivery rates and shifts in 

environmental sensitive organisms' populations to those that are more tolerant of 

deteriorating environments. Many, authors such as, Arnold & Gibbons (1996); Booth & 

Jackson (1997); Kennen (1999); Klein (1979), agrees that the quantity of impervious 

surfaces has an inverse connection with biological integrity and habitat quality. 

The effect of increasing imperviousness surface has increased flood and erosion hazard 

following urban development because of which has caused physical degradation and loss 

of life. The negative effects of habitat fragmentation, on the other hand, take longer to 

appear and are frequently cumulative which results in changes in the biological 

characteristic of an area favoring edge (Adams, 1994; Soulé, 1991) and also refer to Table 

1.2 for long term and short term effect on habitat degradation.   

Biological homogeneity is thought to be aided by urbanization. Native ecosystems are 

replaced by pavement and buildings as cities are built, and what remains of the natural soil 

is covered with green patches that are typically dominated by non-native decorative plants 

which result in biodiversity loss (Pauchard et al., 2006). 

1.2.3.5  Energy Balance and Microclimatic Impacts 

As land is converted from pervious woods, grasslands, and croplands to impervious 

surfaces, the balances between solar energy intercepted at the surface (insolation) and 

emitted terrestrial energy have shifted. Impervious Surfaces in cities will change the local 
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environment and lead to even greater temperatures. Increasing the temperature of the air 

near the sealed soil concerning air temperature outside the city is the most obvious 

distinction between the city climates. This phenomenon is known as Urban Heat Island 

(UHI) (Howard, 1833) and has medium term consequence as thermal specialization as 

given in Table 1.2. 

According to Barnes et al. (2000), the conversion of pervious surface to impervious surface 

alters local energy balances through changes in the albedos of surface, the specific heat 

capacity, the thermal capacity, and the heat flowing from surface to atmosphere.  

Similarly, according to Kamdoum Ngueuko et al. (2014), observation in Ibadan is a large 

city in the south-western region of Nigeria within longitudes 3°45' and 4°05' East and 

latitudes 7°10' and 7°30' by extracting impervious surface area from 1984 to 2006 showed 

the variation of surface temperature in rural and urban areas and when the mean impervious 

surface area increased from 67.46% to 69.61%, the surface temperature increased from 

26.447°C to 33.932°C within the same period. Takebayashi & Moriyama (2007) discovered 

that the midday temperatures of a cement surface, a gray-painted surface, bare soil, a green 

surface, and a white-painted surface were in descending order. In the city of Indianapolis 

(39°47' N 86°8' W), USA, researchers have discovered that impervious surfaces have a 

greater surface temperature, indicating that unsealed soils are critical for temperature 

control (Weng et al., 2007). 

Many authors such as Davidson & Janssens (2006); Q. Hu & Feng (2004); Sakaguchi et al. 

(2007); Sollins et al. (1996), agrees that increase in imperviousness of soil in an urban area 

has led to increasing in temperature rather than rural areas with normal temperatures and 

adverse effect on different species habitat. 
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Table 1.2: Component affected, effects, timing, and consequences of impervious surface, 

(Adopted From, Scalenghe & Marsan, 2009) 

Components Effect Time  Consequence 

Heat  Decreased radiation absorption Short-Term More Reflective surfaces 

Medium-Term Heat Island 

Water Less Infiltration Medium-Term Reduced chemical 
reactivity 

Long-Term Less Filtering Action 

Medium-Term Cracking 

Short-Term Loss of Biomass 

Long-Term Diminishes the natural 
recharge of aquifers  

More Runoff Short-Term Increased water through 
adjacent areas 

Medium-Term Increased Ponding Time 

Medium-Term Probability of anaerobiosis 

Short-Term Transfer of Contaminants 

Long-Term Increased Risk of flash 
floods 

Barrier for perched 
water table 

Short-Term Increased risk of 
anaerobiosis 

Medium-Term Release of contaminants 

Gas Reduced/interrupted 
exchanges 

Long-Term Risk of anaerobiosis 

 Short-Term Partial trapping 

Biota Loss of plant 
cover/biomass 

Medium-Term Reduced biodiversity 

Long-Term Reduced carbon sink 

Urban Heat Islands Medium-Term Thermal specialization 

Landscape Increased wind erosion Medium-Term Increased air-borne 
particulate 

Increased water erosion Medium-Term Increased erosion of 
adjacent areas 
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Uniformity Short-Term Reduced aesthetic appeal 

Short-Term Reduced visual 
appearance 

Medium-Term Reduced attractiveness 

 

1.2.4 Remote Sensing Approach 

Remote sensing is a technology used for measuring and monitoring changes in the earth's 

surface and atmosphere via electromagnetic sensor systems. This is usually done via a 

satellite or an aviation device. Remote Sensing integrates the art and science of earth-

released sensing smoothly to the newest computerized image handling interpretive tools 

and methodologies (Schowengerdt, 2006). Remote sensing technology is becoming 

increasingly significant in the area due to the attention given to the newest public and private 

information, planning, and management. It is particularly beneficial in the management of 

natural resources, sustainable development, environmental deterioration, and disaster 

management (Shandilya et al., 2013). 

RS offers multi-spectral, multitemporal, and multiresolution data which are useful for 

modeling different applications such as Agriculture, Forestry, Geology, Hydrology, Sea Ice, 

Air quality, and Urban area (Campbell & Wynne, 2011; Shandilya et al., 2013). One of the 

primary study areas in terms of global environmental change is land-use/land-cover (LULC) 

categorization, which is typically based on remote sensing imagery (Guan et al., 2011). In 

the land-use changes in all areas, anthropogenic forces play a key role (Briassoulis, 2000) 

which is the result of impervious surface(Slonecker et al., 2001) and LULC is generally built 

on urban development. GIS and Remote Sensing are suitable tools for monitoring land 

cover, urban/regional planning, and researching local-global space-temporal change in 

LULC (Dewan & Yamaguchi, 2008; Thapa & Murayama, 2012). 
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Kuc & Chormański (2019) conducted a study in Warsaw – the capital of Poland and largest 

city of Poland for mapping of imperviousness using Sentinel-2 data, the author has used 

NDVI (Normalized Vegetation Index) and NDBI (Normalized Built-up Index). The findings 

show that computed indicators and mapping urban footprints using Sentinel-2 images are 

appropriate for analyzing imperviousness surfaces in quickly growing cities. The author also 

points that NDVI is better in the mapping of impervious surface than NDBI which require 

further improvement. 

According to Bauer et al. (2004), has used Multitemporal Landsat 5 Thematic Mapper (TM) 

and Lansat 7 ETM imagery for impervious surface mapping in seven-county Twin Cities 

Metropolitan area and discovered a strong connection between the Landsat Tasseled Cap 

greenness of percentage of impervious surface area. By using greenness and an 

impervious surface percentage as continuous variables, a regression model is used to 

assess each landing pixel's percent impermeable region. The comparison was done with 

DOQs to Landsat estimated impervious area and found that both were highly correlated 

with r=0.95. The author also points out the increase in impervious from 8.81% to 14.1% 

from 1986 to 2000 in Twin County Metropolitan Area. 

Similarly, as per the study of X. Hu & Weng (2011) conducted in Indianapolis the capital of 

Indiana state USA has used IKONOS image with bands blue, green, and NIR (Near Infra-

red) with a spatial resolution of 4 m and the panchromatic band with a spatial resolution of 

1m. The author has used object-based classification technique based on image 

segmentation by incorporating fuzzy rules for extraction of impervious surface and found 

that the impervious surface area feature boundaries were properly and somewhat 

accurately defined with the accuracy of 95% in the residential area, similarly, roads have an 

accuracy of 93% and residential buildings were obtained with an accuracy of 94%. The 

author also highlights the advantage of object-based classification rather than pixel-based 

classification in the extraction of impervious surface as it includes shape, area, and 
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elongation, and finally, the fuzzy logic has played an important role in assigning which 

feature belongs to which class. 

According to Chen et al. (2020) has used Sentinel-2A images and extracted different indices 

such as NDBI (Normalized Difference Built-up Index), IBI (Index-based Built-up Index), BCI 

(Biophysical Composition Index), CBCI (Combinational Biophysical Composition Index), 

and ENDISI (Enhanced Normalized Difference Impervious Surface Index) and found that 

ENDISI, IBI, and NDBI were less affected by other parameters and shows more information 

of impervious surface. The author also highlights that these all six indices are capable of 

extracting impervious surface and the author also point that these all indices were affected 

by bare soil. The author also used the same indices in different areas such as Fuxian Lake 

Basin, Shenzen City, and Nanjing City to map impervious surfaces and observed that 

overall accuracy varied from 83.9 to 94.68 and kappa coefficients varied from 0.5735 to 

0.7584. 

Similarly, Lu et al. (2011) conducted the study in two urban sites of Brazil by using Quickbird 

imagery which has blue, green, red, and NIR bands at 2.4m, and used wavelet merging 

technique with the panchromatic band to new multispectral image with 0.6m spatial 

resolution. The author has used three different techniques such as hybrid technique which 

includes thresholding, unsupervised classification, and manual editing, maximum likelihood 

classification which includes per pixel-based automatic classification, and segmentation-

based method for impervious surface mapping and observed that the hybrid method has 

the best performance than other two methods. The author also highlights that the 

segmentation-based method has the almost same accuracy as MLC because of difficulties 

in distinguishing impervious surfaces from bare soils, shadows, and wetlands due to 

spectral confusion. 
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1.2.5 Machine Learning Approach 

As we all know that Machine Learning is a subset of Computer Science and Artificial 

Intelligence. McCarthy (2007), described artificial intelligence as the “science and 

engineering of making intelligent machines, especially intelligent computer programs”. The 

author also points out the AI applications in gaming, speech recognition, natural language 

comprehension, computer vision, expert systems, and heuristic classification. The evolution 

from Artificial Intelligence to Deep Learning is given in Figure 1.2. 

 

Figure 1.2: Evolution of Artificial Intelligence, Machine Learning, and Deep Learning (Adopted From, 

COPELAND, 2016) 

Ongsulee (2017) defined machine learning as the strong relation with computational 

statistics which focuses on making predictions and similarly Machine learning is a technique 

used in data analytics to create sophisticated models and algorithms that can be used in 

prediction. The author also points out some widely adopted machine learning algorithms as 

are supervised learning, unsupervised learning, semi-supervised learning, and 

reinforcement learning. Supervised learning covers about 70% of total applications whereas 

other including unsupervised learning falls between 10% to 30%. El Naqa & Murphy, (2015) 
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defined machine learning as an emerging area of computer algorithms intended to imitate 

human intelligence via learning from the environment and in the new era of so-called Big 

Data they are regarded as the working horse. The algorithms of machine learning differ 

considerably in part by the way they express applicant programs such as decision-making 

tree, mathematical functions, generalized programming language (Jordan & Mitchell, 2015).  

Spatial as well as biological science are rapidly adopting a strong kind of machine learning 

that allows computers to handle perceptual issues like image and speech is known as deep 

learning (Rusk, 2016). Deep learning has computer models which are composed of many 

processing layers to learn data representations of various abstract degrees. These 

approaches have significantly advanced the state-of-the-art in voice recognition, visual 

object identification, object detection, and a variety of other fields such as drug development 

and genomics, and many deep learning applications are based on feedforward neural 

networks as well backpropagation architecture (LeCun et al., 2015). Some of the deep 

learning methods are Restricted Boltzmann Machine (RBM), Auto-Encoder, Convolution 

Neural Network (CNN), and Recurrent Neural Network (RNN) are given Figure 1.3. 

 

Figure 1.3 : Deep Learning methods (Adopted From, Ganapathy et al., 2018) 
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Figure 1.4: Artificial Neural Network Deep Learning Model (Adopted From, Serrano, 2017) 

Machine learning (ML), which includes Artificial Neural Networks (ANN) as given in Figure 

1.4 of various architectures and Support Vector Machines (SVM), has become one of the 

most significant technologies for intelligent geospatial data analysis, processing, and 

visualization in recent years (Kanevski et al., 2008). Due to diverse combinations of surface 

materials and the many forms of size, form, and positioning, and reflectivity of the items 

making up a typical picture scene, extracting information from remote sensing data on the 

built environment is a complicated process (Wieland & Pittore, 2014) and thus machine 

learning, as well as its different methods, come into play for analyzing Geospatial Analysis. 

Misra et al. (2020) conducted a study to extract Built-up impervious surface in Delhi, India 

using Sentinel-2 Datasets with Blue, Green, Red, and Near Infrared (NIR) Bands with 10m 

resolution by accessing supervised based classification of machine learning such as 

Spectral Angle Mapper (SAM), Support Vector Machine (SVM) and Neural Network (NN) 

and found that NN performs better than other two machine learning algorithms. The author 

also highlights the performance of NN is better due to its backpropagation algorithm which 

helped to decrease the error and enabled the trained class in the appropriate domain of 

each data source to be accurately recognized. 
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According to Wieland & Pittore (2014) observation in which author tends to classify and 

perform the evaluation of urban pattern recognition to find the potential of a machine 

learning algorithm in the context of object-based image analysis using medium Resolution 

Landsat and Very High Resolution such as WorldView-2, QuickBird, and IKONOS. The 

author has used 4 (Four) machine learning classifications algorithm such as Normal Bayes, 

K Nearest Neighbor (KNN), Random Trees (RT), and SVM and concludes that SVM and 

RT seemed to be the top-performing classifiers on all image types, similarly KNN and NB 

performed well in specific settings but could not generalize exhibited erratic behavior in a 

variety of training-testing settings. 

Similarly, Corbane et al. (2020) used the Sentinel-2 layer for Global Human Settlement 

mapping. The author has used data such as Global Human Settlement of built-up Areas, 

European Settlement, Facebook High-Resolution settlement data, and Microsoft building 

footprint data. Using these data, the author has proposed Convolution Neural Network 

(CNN) model names as GHS-S2Net to perform the pixel-wise classification. The author has 

also used transfer learning and after training and hyperparameter tuning, they have 

obtained an accuracy of 61% to 83%. The author conducted an independent validation of 

results using the trained model in different sites of the world and successfully concludes the 

model robustness against different variable conditions of urban areas. The author also 

highlights exceptional learning potential despite the absence of precise training data that 

may restrict the application of CNN models in a genuine remote-sensing context. 

Similarly McGlinchy et al. (2019) use the FCNN UNet model of deep learning to segment 

Urban Environment from High-Resolution data of WorldView-2 which contains 8 bands 

coastal blue, blue, green, yellow, red, red edge, and two near-infrared channels at 2 m 

resolution. The author trained the model by varying the bands and with the different number 

of epochs to get the final accuracy. The highest accuracy the author got is 98% by using 

blue, green, red, and NIR1 of batch size 32 and epochs 52. The author also points out that 
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the UNet produce the cleaner result of roads and residential areas rather than other LULC 

result. 

1.3 Aims and Objectives 

1.3.1 Aims 

Kathmandu Valley is quite possibly the most urbanized place. The urbanization cycle has 

created and divided heterogeneous land use mixes in the valley by not supplementing the 

natural environment conditions (Rana & Marwasta, 2015). So, a proper study is required for 

mapping the impervious surface of Kathmandu Valley. The significant point of this study is 

to use the enormous storehouse of Open Street Map (OSM) information and prepare a 

profound deep learning model for impervious surface mapping utilizing distributed 

computing assets. 

1.3.2 Objectives 

The major objective of this thesis entitled “Impervious Surface Probability Distribution 

Mapping of Kathmandu Valley” are as follows:  

• To develop a deep learning model for impervious surface prediction.  

• To find the probability distribution of the impervious surface of Kathmandu Valley of 

2020.  

1.4 Study Area 

Kathmandu Valley is a historical place and located in the central part of Nepal. It consists 

of the Capital City of Nepal known as Kathmandu. The Kathmandu Valley is situated 

between 27°56' and 27°80' N and 85°20' and 85°50' E. Kathmandu Valley is made up of 

parts of three districts, Kathmandu, Bhaktapur, and Lalitpur of Bagmati Province and these 
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districts are the most populated and developed districts of Nepal. Kathmandu Valley has an 

area of 718 sq km. The flat land of bowl-shaped Kathmandu Valley at central part stands at 

1425 m from sea level and is surrounded by mountain ranges that go up to 2732 m 

elevation. The Newars are the valley's indigenous people and the builders of its historic 

civilization. 

The Kathmandu valley serves as both an administrative center and a significant tourism 

destination. Because of its strategic position, it is the center of the most important economic 

activity (Rana & Marwasta, 2015). 

Kathmandu Valley is the center of Nepal's Urbanization growth. Kathmandu is the only city 

with millions of population and the level of urbanization of Kathmandu Valley, including three 

districts Kathmandu, Lalitpur, and Bhaktapur is around 96.97% (MoUD, 2017).  According 

to the Central Bureau of Statistics(CBS), Kathmandu Valley has 40% of the total urban 

Population (Rana & Marwasta, 2015). In several places of Kathmandu, the average urban 

population density is 10,000 People per square kilometers as per census 2011. 

The study area is extracted from these three districts which are highly populated and bowl-

shaped area known as Kathmandu Valley using DEM. 
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Map 1.1: Map Showing Study Area 
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1.5 Rationale 

Impervious surface is the cover of soils with impenetrable materials like concrete, metal, 

and glass (Scalenghe & Marsan, 2009). IS have adverse effects on a different element of 

the environment such as decreased radiation absorption, less infiltration, increased in the 

runoff, loss of plant cover biomass, lead to urban heat island, habitat degradation, increased 

water, and wind erosion (Elaji & Ji, 2020; Haase & Nuissl, 2007; Pauchard et al., 2006; 

Scalenghe & Marsan, 2009). Kathmandu Valley is the center of Nepal's Urbanization growth 

and has 40% of the total urban population living in this area (Rana & Marwasta, 2015). 

The consequence of the impervious surface observed is that in recent years Kathmandu 

Valley has been the hub for flash floods (Suardiwerianto, Yogi, 2017). Similarly Lamichhane 

& Shakya (2019) have presented that minimum temperature, maximum temperature, and 

precipitation in the Kathmandu watershed are projected to increase by 0.66 C, 0.6 C, and 

23% respectively RCP4.5 scenarios. Thapa & Murayama (2009) observed that urbanization 

is one of the major reasons for encroachment of agricultural land in rural hills and mountains 

peripheries. 

As from the different study, we found that impervious surface has a different impact on the 

environment and most of the study, focused on some indices of Sentinel Imagery to map 

impervious area using threshold method, classifications, and some use deep learning 

method (Chen et al., 2003; X. Hu & Weng, 2011; Kuc & Chormański, 2019). So, I felt a 

proper study is required on impervious surfaces identification of Kathmandu valley and 

proposing to find the “Impervious Surface Probability Distribution Mapping of Kathmandu 

Valley” using the deep learning method. 

Mapping impervious surfaces are useful in the sustainable planning of urban areas and the 

mitigation of the UHIs effect (Hua et al., 2020). The probability layer of impervious surface 

can be fed in water runoff modeling to find flash floods and urban flooding (Canters et al., 

2006). 
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Chapter-2: Methodology 

Artificial Intelligence(AI) based on different machine learning algorithms is quickly 

developing processing in every industry to gains benefits from efficiency and cost reductions 

(Hassani et al., 2020). Machine learning is dependent on the possibility that frameworks 

can learn from information, recognize patterns, and settle on choices with negligible human 

mediation. In this study, we will be using the deep learning method which is a subset of 

machine learning to map impervious surfaces by using the data from Open Street Map as 

impervious surface and Sentinel-2A bands. 

This chapter deals with a detailed explanation of different software, tools, and data used in 

this study. And at last, the explanation of Methodological Flow to map the impervious 

surface of Kathmandu Valley. 

2.1 Software and Tools 

The different software, tools, and packages used in the development and analysis of this 

study are as follows: 

2.1.1 ArcGIS Pro 

ArcGIS Pro is a sophisticated desktop GIS program that may be used for data visualization, 

advanced analysis, and data maintenance in 2D, 3D, and 4D. This tool is used to make the 

study area and the resulting map. ArcGIS is a universal GIS application for all GIS-related 

works. 

2.1.2 Google Earth Engine 

Google Earth Engine is a cloud-based huge analytic platform that enables Google to 

address a range of social challenges, including deforestation, droughts, disasters, diseases, 
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food safety, water management, climate monitoring, and the preservation of the 

environment, in a variety of ways. Earth Engine comprises a multi-performance, parallel 

computing service and analysis-ready data catalog (Gorelick et al., 2017). GEE provides its 

API for both JavaScript as well as Python. It has a dedicated scripting code editor for 

JavaScript know as Earth Engine Code Editor. The code editor is divided into four sections 

the first section contains script file, API document, and assets, the second section is the 

part where code is written, the third section contains the debugging tools such as Inspector, 

console, and tasks and at last the fourth section contain the map where the result is 

displayed either in form of vector or raster data. Google Earth Engine code Editor looks a 

like as given in Figure 2.1. 

 

Figure 2.1: Google Earth Engine Code Editor 

In this study, we have used Sentinel-2A multispectral data and Sentinel-2 Cloud Probability 

data provided by GEE. Most of the data preparation part is done in GEE using its massive 

computation power. 

2.1.3 Google Colab 

Google Colab is a product of Google for education and research purpose. Google Colab is 

a cloud-based service providing machine learning and research-based on Jupyter 

https://code.earthengine.google.com/
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Notebooks (Carneiro et al., 2018). Jupyter is a browser-based and open-source application 

that blends interpreted languages, libraries, and visualization tools (Perez & Granger, 

2007). Google Colab is integrated with the Google services environment, and we can use 

and integrate services such as Google Cloud Service (GCS), Google Drive, GEE, and 

others. The language we use in Google Colab is python. And we can also use pip as a 

package management system to install and manage different python packages. It provides 

CPU processing, high-power Graphical Processing Unit (GPU), and Tensor Processing Unit 

(TPU) to use in our machine learning or deep learning while training the model. 

In this study Google Colab platform is used to code the training model and train the model 

using GPU. After training the model we are also using it to predict the probability of the 

impervious surface of Kathmandu Valley. 

2.1.4 Python Programming Language 

Python is an open-source high-level, object-oriented, programming language developed for 

development speed optimization. Python is interpreted general-purpose programming 

language which is designed on the philosophy of natural language code readability (Lutz, 

2001). Python is the most wanted programming language and a great tool for Data Science 

(VanderPlas, 2016). Python has many components or packages for Data Science such as 

Pandas, Numpy, and Scipy for data exploration, Matplotlib and Seaborn for Data 

Visualization, sci-kit-learn for Machine Learning, and similarly Kera, Tensorflow, and 

PyTorch for Deep Learning.   

In this study, we are using Python Programming language to code our UNet Deep Learning 

algorithm in Google Colab which involves training and prediction. 
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2.1.5 JavaScript 

JavaScript is the major Web browser scripting language and is crucial for contemporary 

Web applications (Jensen et al., 2009). JavaScript is also abbreviated as JS. According to 

Mozilla Developer Network, JavaScript (JS) is a compiled programming language with first-

class functions that are lightweight, interpreted, or just-in-time. Javascript is one of the most 

powerful scripting languages which run on the client-side of the Web and is responsible for 

the behavior of web pages of occurrence of an event. 

Here we are using JavaScript as scripting language in Earth Engine Code editor for analysis 

as well as data preparation and manipulation of planetary imagery. Mostly the JavaScript in 

the code editor is vanilla JavaScript with GEE API. 

2.1.6 TensorFlow 

TensorFlow is a complete, free, and open-source machine learning platform and is a 

powerful tool for managing all elements of a machine learning system. TensorFlow is a 

large-scale machine learning system in diverse contexts. TensorFlow utilizes a dataflow 

graph to show computation, shared state, and transactions that change that state (Abadi, 

2016). TensorFlow covers a wide range of applications, although it focuses on deep neural 

network training and inference in particular and it provides a framework for the study and 

deployment of Machine Learning in various fields such as voice identification, computer 

vision, robotics, information retrieval, and processing of natural languages (Abadi, 2016). 

 

Figure 2.2: A schematic TensorFlow dataflow graph for a training pipeline (Adopted from Abadi, 

2016)) 
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Refer to Figure 2.2 on Tensorflow dataflow works. It is the basic framework for model 

development, training, and inference. Keras is a TensorFlow wrapper that makes it more 

accessible, easier to use, and cleaner to work with which comes in TensorFlow Package. 

In our study, we are using TensorFlow python API for model development, training, and 

prediction of impervious surfaces. Tensorflow can run on multiple platform such as CPU, 

GPU and TPU as given in Figure 2.3. 

 

Figure 2.3: TensorFlow Toolkit Hierarchy (Google, 2021) 

2.2 Data Used 

Data used in the mapping probability distribution of the impervious surface of Kathmandu 

valley are Sentinel-2A and Open Street Map. 

2.2.1 Sentinel-2A 

According, ESA, Sentinel-2 is a multi-spectral imagery mission in Europe with a high-

resolution broad swath. Two satellites Sentinel-2A and Sentinel-2B in the same orbit but 

phased at 180, have the complete mission requirements to provide the equator a high return 

frequency of 5 days. The revisit time of a single satellite is 10 days. Sentinel-2A was 

launched on 23rd June 2015 and Sentinel-2B was launched on 7th March 2017. 
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For this study, we will be using Sentinel-2A available in the GEE catalog by filtering data for 

2020. Bottom Of Atmosphere (BOA) reflectance images are provided by the Sentinel Level-

2A product, which is derived from the related Level-1C products. 

The bands that are provided by the Sentinel-2A GEE catalog are given in Table 2.1 and the 

bands that we are going to select for our study are given in Table 2.2. 

Table 2.1 : Bands of Sentinel-2A From GEE Catalog 

Bands Pixel Size Wavelength Description 

B1 60 meters 443.9nm-442.3nm Aerosols 

B2 10 meters 496.6nm - 492.1nm Blue 

B3 10 meters 560nm - 559nm Green 

B4 10 meters 664.5nm - 665nm Red 

B5 20 meters 703.9nm - 703.8nm Red Edge 1 

B6 20 meters 740.2nm - 739.1nm Red Edge 2 

B7 20 meters 782.5nm - 779.7nm Red Edge 3 

B8 10 meters 835.1nm - 833nm NIR 

B8A 20 meters 864.8nm - 864nm Red Edge 4 

B9 60 meters 945nm - 943.2nm Water Vapor 

B11 20 meters 1613.7nm - 1610.4nm SWIR 1 

B12 20 meters 2202.4nm - 2185.7nm SWIR 2 

AOT 10 meters  Aerosol Optical 
Thickness 

WVP 10 meters  Water Vapor 
Pressure 

SCL 20 meters  Scene Classification 
Map 

TCI_R 10 meters  Red Channel, TCI 

TCI_G 10 meters  Green Channel, TCI 

TCI_B 10 meters  Blue Channel, TCI 

MSK_CLDPRB 20 meters  Cloud Probability Map 
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MSK_SNWPRB 10 meters  Snow Probability Map 

QA60 60 meters  Cloud Mask 

 

 

Table 2.2: Selected Sentinel-2A Bands and resolution for impervious surface study 

Sentinel-2A 

Acquisition Date: 01/01/2020 to 31/12/2020 

Bands Pixel Size Wavelength Description 

B2 10 meters 496.6nm - 492.1nm Blue 

B3 10 meters 560nm - 559nm Green 

B4 10 meters 664.5nm - 665nm Red 

B5 20 meters 703.9nm - 703.8nm Red Edge 1 

B6 20 meters 740.2nm - 739.1nm Red Edge 2 

B7 20 meters 782.5nm - 779.7nm Red Edge 3 

B8 10 meters 835.1nm - 833nm NIR 

B8A 20 meters 864.8nm - 864nm Red Edge 4 

B11 20 meters 1613.7nm - 1610.4nm SWIR 1 

B12 20 meters 2202.4nm - 2185.7nm SWIR 2 

 

2.2.2 Sentinel 2 Cloud Probability 

Sentinel 2 Cloud Probability is derived from Sentinel 2 data with sentinel2-cloud-detector 

library by using LightGBM a gradient boost base algorithm. The resulting data is from 0 to 

1 which is scaled from 1 to 100. This higher the number, then there is a high probability of 

cloud. Probability calculated by up sampling all the bands to 10-meter resolution using 

bilinear interpolation. Sentinel 2 Cloud Probability is an image collection of with probability 

of cloud of Sentinel 2 Surface Reflectance Imagery as given in Table 2.3. 
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Table 2.3: Sentinel 2 Cloud Probability Bands and resolution 

Sentinel-2 Cloud Probability 

Data Acquisition Date: 01/01/2020 to 31/12/2020 

Name Min Max Pixel Size Description 

Probability 0 100 10 meters Cloud Probability per 
pixel 

 

This data is used for masking cloud from Sentinel-2A data to extract surface reflectance 

data of different bands. 

2.2.3 Open Street Map 

Open Street Map (OSM) has acquired free access to a vast amount of mapped geographic 

data from all around the world. OSM is volunteered Geographic Information (VGI) from all 

around the world which are responsible for mapping data by using mapping systems 

available on the internet by non-professional (Jokar Arsanjani et al., 2015). OSM data has 

a lot of features such as road, building, park, and others, we are going to extract the data 

which are mostly concrete such as roads, buildings, and some land use for impervious 

surface mapping. The country-level data is available on the GEOFABRIK download 

website. Geofabrik extracts the country-level data from OSM and puts it in their server 

according to a different continent. 

The data that was extracted from the Open Street Map are building and road which falls 

under the impervious surface. The type of buildings and roads, extracted from Open Street 

Map are given in Figure 2.4. 

 

Buildings 

 building 

 

https://download.geofabrik.de/
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Roads 

  

   motorway     residential 

   motorway_link     secondary 

   primary     secondary_link 

   primary_link     tertiary 

   trunk      tertiary_link 

   trunk_link     track 

         track_grade1 

 

     

 

           

     

Figure 2.4 : Buildings, Road and Land Use Data Extraction from Open Street Map 

 

Open Street Map 

Road

s 

Building 
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2.3 Methodological Flow 

The whole methodological flow chart is divided into three parts, preprocessing, processing 

and finally predictions. The preprocessing parts contains the data preparations sections.  

The preprocessing of data is mostly done using GEE and its massive catalog of image 

collection. Similarly, the processing which includes the fitting the model and finally the 

predictions to find the probability distribution of impervious surface are done using Google 

Colab. 

• The vector data roads and buildings are extracted from OSM which has the 

characteristics of impervious surface are merged and rasterized at 10m resolution. 

• Sample polygons are collected where the impervious surface mapping is high in 

OSM. 

• Similarly, the Sentinel-2A image collection of 2020 dated from 01/01/2020 to 

31/12/2020 is extracted and filtered according to our collected sample data. 

• Cloud is removed and masked from filtered image collection by using Sentinel Cloud 

Probability. 

• The bands which are at 20 meters resolution are resampled and sharpened to 10 

meters on the base of the remaining high-resolution bands which is 10 meters. 

• Then a composite is created by taking the median of all filtered and cloud masked 

image collection of 2020. 

•  Here the OSM acts as target value which in this study is regarded as impervious 

surface and the data such as bands and indices from Sentinel-2A is taken as the 

predictor. 
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• The dataset is divided into three parts training, evaluation, and testing of data. The 

training dataset is used to construct the prediction model and the evaluation dataset 

is used to assess the performance of the model, fine-tuning, and selecting the best 

parameter for the model while training the model. 

• FCNN UNet model is created using TensorFlow and training and evaluation data is 

fed to the model to fit the data. The model is trained using Adam optimizers and a 

combination of different bands and indices to get the best results and accuracy. 

• After the model is trained with an acceptable root mean square error (RMSE), the 

Sentinel-2A image including bands and indices are provided to the model, for 

prediction as result. The result will contain the probability of impervious surface from 

0 to 1. 

Refer the schematic diagram of methodological flow chart given in Figure 2.5 for more detail 

flow of this study. 
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Figure 2.5: Methodological Flow Chart 
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Chapter-3: Process and Results 

This chapter discusses the process and result of impervious surface mapping using 

Sentinel-2A and OSM. The process involves the data preparation part, developing the 

FCNN UNet model, training the model, and finally predicting the impervious surface of 

Kathmandu Valley. 

3.1 Data Preprocessing 

Data pre-processing may frequently have a substantial influence on machine learning 

generalization (Kotsiantis et al., 2006). The preprocessing of data is a method to prepare 

raw data for a machine-learning model. It is a very crucial step before the data is fed to the 

Machine Learning model since the data quality and valuable information obtained from it 

influence the learning capacity of the model. While data pre-processing is a useful tool that 

may allow the user to analyze and process complicated data but it can take a long time to 

preprocess the data (García et al., 2016). 

So, the data preprocessing involves cleaning and formatting the data which is required a 

machine learning model to train. Here the data preprocessing involves rasterization of Open 

Street Map features, Image processing, cloud cover masking, resampling of bands, 

layering, and mosaicking, and finally exporting the data to the required format. 

3.1.1 Open Street Map Rasterization 

The Open Street Map contains the mapped data of different features such as roads, 

buildings, parks, industries, rivers, forests, and many more, but mostly the OSM is famous 

for its huge amount mapped roads network around the world. All the data are in vector 

format containing different polygons, lines, and points for each building, road, or place, and 

others. 
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The data that are used to rasterized are roads and buildings which is given in Table 3.1. 

Table 3.1 : Features and Geometry Type of OSM Data 

Features Features Type Feature Class Geometry Type 

Buildings Building building Polygon 

 

 

 

 

 

 

Roads 

 

 

 

Primary 

motorway Line 

motor_link Line 

primary Line 

primary_link Line 

trunk Line 

trunk_link Line 

Secondary residential Line 

secondary Line 

secondary_link Line 

tertiary Line 

tertiary_link Line 

track Line 

track_grade1 Line 

 

These feature classes of roads were selected according to the observation of roads and 

finding if the roads that were taken are paved or not. The buildings are fine with polygon, 

but roads have linear geometry type as line string which needs to convert into a polygon 

with a proper buffer around the line string. The buffer size of roads are listed in Table 3.2. 

Table 3.2: Buffer Size of Roads 

 

Roads 

Features Type Buffer Size 

Primary 5 meters 

Secondary 2 meters 
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The primary and secondary road buffer sizes are given according to OSM documentation 

and Nepal Road Standard 2070. According to Nepal Road Standard 2070, the paved road 

size varies from a minimum of 3.5 meters to 5.5 meters (MoDOR, 2013) as given in below 

Figure 3.1.  

 

Figure 3.1: Buffer with the primary road of 5 meters and the secondary road of 2 meter 

 

Figure 3.2: Rasterization process 

After the data is extracted and roads are buffered then all the features are merged into one 

feature collection. Initially, the merged feature collection is converted to an image with a 
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scale of 1 meter using the sum reducer. And then the converted image resolution is 

decreased to 10 meters using mean reducer and it contains the band name as ‘impervious’ 

which will have a value between 0 and 1. This image will act as the target value for 

impervious surfaces while training the model.  

Impervious = [0,1] 

 

Map 3.1: OSM Layer Impervious Surface of Nepal 2020 

From the rasterization process, which is given above in Figure 3.2, the Impervious Layer of 

whole Nepal is rasterized as given in Map 3.1. And according to our study area of 

Kathmandu Valley, the impervious layer is extracted from whole Nepal as given in Map 3.2 

of  OSM Layer. 

Here, Kathmandu Valley is selected as study area because it is highly urbanized than any 

other cities or place in Nepal. Although, the trained model can be used to find the impervious 

layer of other cities. 
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Map 3.2: OSM Layer of Impervious Surface of Kathmandu Valley 
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3.1.2 Image Processing 

There is a growing number of image data obtained from satellites. For instance, NASA 

satellites send over 3 terabytes of data to the Earth daily (Aksoy, 2008; Durbha & King, 

2004). These terabytes of images are in raw format which needs to be processed to extract 

the data and information from it in a usable format. The goal of pre-processing and 

processing of an image is to improve the image data by suppressing unwanted distortions 

or enhancing specific visual characteristics that are relevant for further processing (Sonka 

et al., 2015). Image processing is also considered to enhance the raster image for further 

analysis. 

In this study, we are using Sentinel-2A provided by Copernicus mission for different Land 

monitoring applications. Sentinel Level-2A is orthorectified atmospherically corrected 

surface reflectance which means no need for further atmospheric correction of data. This 

study uses the Sentinel-2A data provided by the GEE catalog. It provides more than 13 

bands of 10m, 20m, and 60m resolutions. In this study, we will be using 10 bands such as 

B2, B3, B4, B5, B6, B7, B8, B8A, B11, and B12 which are of 10m and 20m bands. These 

bands and their reflectance act as a predictor for impervious surfaces for training the model. 

For impervious surfaces, we will be using Sentinel-2A image collection data from 01-01-

2020 and 31-12-2020. Image processing sections includes the cloud masking, resampling, 

calculation of indices and finally taking the median of all filtered image and converting it to 

composite image. The advantage of Composite image is the existence of contamination, as 

well as the highly varying quantity of missing data in different portions of the time series, 

might provide significant challenges in analyzing long-term behavior (Flood, 2013). 

3.1.2.1  Cloud Masking 

Cloud masking is the process of detecting and removing cloud and shadow by comparing 

the reflectance values of clean pixels with the pixels that are contaminated by clouds 
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(Candra et al., 2016). Clouds and cloud shadow considerably impair the capacity of our 

satellite sensors to automatically identify, map, and monitor earth surface information. And 

due to this, it hinders in analysis and classification of land cover (Candra et al., 2016, 2020). 

 

Figure 3.3: Cloud Masking Process 

In Figure 3.3 cloud masking process is explained which is used in this study to prepare 

Sentinel-2A data. The Cloud Masking process of Sentinel-2A is done using Cloud 

Probability of Sentinel 2 Image Collection Provided in GEE Catalog. 
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Sentinel-2A image collection comes with a property called 

CLOUDY_PIXEL_PERCENTAGE which gives the percentage of cloud cover in a single 

image. So Initially the Sentinel-2A image collection is filtered according to start date, end 

date, and area of interest (AOI). After filtering the image collection, it is again filtered with a 

cloud pixel percentage less than 60% (Miceli & Braaten, 2021). The different threshold of 

the cloud property are given in Table 3.3 which are used in Cloud Masking Process 

explained in Figure 3.3. 

Table 3.3: Cloud Masking property and threshold 

Property Threshold 

CLOUD_FILTER 60 

CLD_PRB_THRESH 50 

NIR_DRK_THRESH 0.15 

 

In a similar manner Sentinel, 2 Cloud Probability image collection is also filtered with start 

date, end date, and AOI. After that, the filtered Sentinel-2A image collection and Sentinel 2 

Cloud Probability are merged according to the system index provided in each image. 

The cloud is identified per image and per pixel using the cloud probability threshold which 

is greater than 50%. And then it is added as the band which contains the value either 0 or 

1. Similarly, the cloud shadow is identified using the mean solar azimuth angle of the cloud 

and dark pixels which are not water are considered as cloud shadows.  

Not water = (SCL  != 6 ) 

Dark Pixels = (B8 < (NIR_DARK * 1e4)*(Not water)) 

Shadow Azimuth = (90 - MEAN_SOLAR_AZIMUTH_ANGLE) 

Cloud Shadow = (dark Pixels && Shadow Azimuth) 

After identifying the cloud and cloud shadow both are merged in a single band called cloud 

which has a value of either 0 or 1, where 0 indicates the pixel doesn’t have cloud and 1 

indicates that pixel has either cloud or shadow. The using cloud band the Sentinel-2A 



 45 

images are masked where the value is 1 and after masking, we get the Sentinel-2A 

cloudless image collection. An example of how the cloud and shadow masking is done is 

given in below Figure 3.4 

  

Figure 3.4: Zoomed Image with cloud and shadow on the left and masked image on the right 

3.1.2.2  Layering and Composite 

After removing the cloud and cloud shadow, the image collection, which is already filtered 

according to the start date, end date, and AOI are converted to a composite image by taking 

the median of all the images. Layering is the process of stacking an image on top of another 

and composite is making up a single element by combining different elements, in this case 

by combining all the images and their bands. As a measure of central tendency, the median 

is superior to the mean as outliers and skewed data have less impact on the median 

(Rousselet & Wilcox, 2020). A schematic diagram of layering and composite is highlighted 

in Figure in 3.5. Figure 3.6 is an example of Sentinel-2A True color composite. Similarly, 

Map 3.3 is the extracted True Color composite Map of Kathmandu Valley. 
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Figure 3.5: Layering and Composite of Image Collection 

 

Figure 3.6: Sentinel-2A True Color (B4, B3 and B2 Bands) Cloudless Composite Image 
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Map 3.3: Sentinel-2A True Color Composite Imagery of Kathmandu Valley, 2020 
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3.1.2.3 Resampling and Sharpening 

According to Baboo & Devi (2010), resampling is a part of satellite imagery preprocessing 

which repairs the original deformed image, and this technique is used to determine the value 

of the new pixel of the corrected or new image from the original image. So, it involves finding 

the DN value of the output image matrix. Resampling is mostly used when, either we want 

to up-sample an image or down-sample an image. An image can be resampled to a finer 

matrix to improve its look for image display and eliminate artifacts caused by the border 

between image parts (Parker et al., 1983). Many aspects must be addressed when pan-

sharpening a collection of pictures, and the resampling method is one of them since it works 

to rebuild an image's edges (Jawak & Luis, 2013).

 

Figure 3.7: Resampling of 20m Bands to 10m Bands Process 
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Refer to Figure 3.7 for detail resampling process. In this study, we are using the resampling 

method for 20m bands to increase the spatial resolution up to 10m bands so that there will 

be consistent for all 10m bands. Initially, the 10-meter bands which are  B2, B3, B4, and 

B8, and similarly 20-meter bands such as B5, B6, B7, B8, B8A, B11, and B12 are separated 

where the average of 10m bands act as the panchromatic band (Kaplan, 2018) and the 20m 

meter band are resampled using Bilinear Interpolation Resampling method. Due to its 

simplicity in image-driven applications, bilinear interpolation is the most preferred technique. 

The bilinear interpolation method uses a weighted average of its four surrounding pixels to 

interpolate high-resolution pixels (Kim et al., 2009). 

 

Figure 3.8: Average of 10m Bands as Panchromatic Band 

 Then 5X5 kernel is created to make High Pass Filter (HPF) given in Figure 3.9 from 

Panchromatic bands which is given in Figure 3.8. The High Pass Filter is those filters that 

are not affected by high frequencies while reducing the low frequency and are used for 

sharpening the image (Dogra & Bhalla, 2014). In terms of spectrum accuracy of real color 

composite representation, the PCA technique produces poor results than HPF (Luciano et 
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al., 2004). Finally, the high pass filter is used with resampled bands to increase the spatial 

resolution of 20-meter bands to 10-meter bands.  

 

Figure 3.9: High Pass Filter 

Given below in Figure 3.10 and Figure 3.11 are the RGB combination of different 20 m 

bands which are resampled and sharpen at 10m bands. 

  

Figure 3.10: B7, B6, B5 Bands Combination with Original on left and Resampled on Right 
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Figure 3.11: B8A, B11, B12 Bands Combination with Original on left and Resampled on Right 

3.1.2.4  Sentinel-2 Indices 

Over the year the scientific community has created various spectral indices to tackle 

complicated environmental challenges. So Normalized Indices are the combination of 

different bands to produce meaningful results towards target data in this case is impervious 

surface. Similarly, Indices can be also regarded as data engineering for machine learning 

work. Data engineering refers to a collection of processes necessary to identify which data 

are important and to establish how the data should be accessible, safe, and updated in a 

way that fulfills scientific, technical, institutional, and regulatory criteria that sometimes are 

quite complicated (Cui et al., 2019). It is also observed that the longer composite time period 

have less effect on NDVI (Chen et al., 2003) 

These combinations of bands and data engineering processes are referred to as Feature 

Engineering. New features from the included feature set are extremely frequent practice. 

Such designed functionality will either increase the current vector or it will replace sections. 

These functions are mostly computed fields depending on the values of the other 

functionalities. Now all the bands have the same spatial resolution as 10m. Some of the 

popular indices that are prepared from the combination of these different bands which will 

be useful for impervious surface probability mapping are as follows: 
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3.1.2.4.1 Normalized Difference Vegetation Index (NDVI) 

NDVI is the normalized difference ratio between NIR which is near Infrared radiation and 

the visible Red light band of Sentinel-2A. NDVI is a measure of a green area and an explicit 

spatial measure of vegetation production (Goward & Prince, 1995). Vegetation health and 

density are measured by the standardized vegetation difference index (NDVI) utilizing 

satellite-screen images of plant reflection (Kinyanjui, 2011) 

 
𝑁𝐷𝑉𝐼 =

B8 + B4

B8 − B4
 

(1) 

 

Sentinel-2 NDVI is calculated by the ratio of NIR and RED different and NIR and RED 

difference. The value of NDVI range from -1 to 1 where the higher value of NDVI represents 

healthy vegetation (Kinyanjui, 2011) and a visualized example is given in Figure 3.12. 

 

Figure 3.12: Visualization of NDVI 
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3.1.2.4.2 Normalized Difference Water Index (NDWI) 

The NDWI is a novel approach created for delineating open water characteristics and 

improved their appearance in the digital image of a distant sensor. This method has been 

developed, to improve the presence of these characteristics and to eliminate the presence 

of land and terrestrial plants with the help of near-infrared radiation and visible green light 

(McFEETERS, 1996; H. Xu, 2006).  

 
𝑁𝐷𝑊𝐼 =

𝐵8 + 𝐵3

𝐵8 − 𝐵3
 

(2) 

 

Sentinel-2 NDWI is calculated by the ratio of addition of NIR and GREEN to the difference 

of NIR and RED. The value of NDWI range from -1 to 1 and a visualized example is given 

in Figure 3.13. 

 

Figure 3.13: Visualization of NDWI 
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3.1.2.4.3 Normalized Difference Built-up Index (NDBI) 

NDBI is an index to map and monitor urban areas. It distinguishes urban areas from dark 

rural background areas (Li & Chen, 2018). It is calculated by the normalized difference 

between SWIR which is short wave infrared radiation and NIR  which is near-infrared 

radiation band (Xu et al., 2018).  

Since Sentinel-2 have two SWIR band as SWIR1 which is B11 and SWIR2 which is B12. 

So the average of SWIR1 and SWIR2 is taken to get SWIR12. 

 
𝑆𝑊𝐼𝑅12 =

𝐵11 + 𝐵12

2
 

(3) 

 
𝑁𝐷𝐵𝐼 =

𝑆𝑊𝐼𝑅12 − 𝐵8

𝑆𝑊𝐼𝑅12 + 𝐵8
 

(4) 

A visualized example of NDBI is given in Figure 3.14. 

 

Figure 3.14: Visualization of NDBI 
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3.1.2.4.4 Soil Adjusted Vegetation Index (SAVI) 

The SAVI is an essential step in developing simple "global" models, which explain dynamic 

soil vegetation systems using remotely sensed data. SAVI tries to reduce the brightness of 

the soil by applying a correction factor for soil brightness. The band that is involved in the 

calculation of SAVI are visible band RED and Near-infrared radiation NIR and a constant 

factor L which is taken under circumstance and presence of vegetation (Huete, 1988).  

 
𝑆𝐴𝑉𝐼 =

𝐵8 − 𝐵4

𝐵8 + 𝐵4 + 𝐿
∗ (1 + 𝐿) 

(5) 

The value SAVI range from -1 to 1 and a visualized example is given in Figure 3.15. 

 

Figure 3.15: Visualization of SAVI 
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3.1.2.4.5 Modified Normalized Difference Water Index (MNDWI) 

H. Xu (2006) observed that in the SWIR band the water body is more absorbed than that of 

the NIR band, and in the SWIR band, the built-up class is more radiated. The MNDWI was 

proposed based on this discovery as follows: 

So MNDWI is the normalized difference between visible light GREEN and Short-wave 

infrared radiation. Since in Sentinel-2A have two SWIR band B11 and B12 so the average 

is taken to calculate MNDWI. 

 
𝑀𝑁𝐷𝑊𝐼 =

𝐵3 − 𝑆𝑊𝐼𝑅12

𝐵3 + 𝑆𝑊𝐼𝑅12
 

(6) 

A visualized example of MNDWI is given in Figure 3.16. 

 

Figure 3.16: Visualization of MNDWI 
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3.1.2.4.6 Index-Based Built-up Index (IBI) 

Xu (2008) presented the IBI method for rapid extraction of built-up land characteristics from 

satellite imagery. The author used SAVI, MNDWI, and NDBI to calculate IBI as follows: 

 
𝐼𝐵𝐼 =

𝑁𝐷𝐵𝐼 − (𝑆𝐴𝑉𝐼 + 𝑀𝑁𝐷𝑊𝐼)/2

𝑁𝐷𝐵𝐼 + (𝑆𝐴𝑉𝐼 + 𝑀𝑁𝐷𝑊𝐼)/2
 

(7) 

The NDBI is calculated in equation 4, SAVI is calculated in 5, and MNDWI is calculated in 

6. A visualized example of IBI is given in Figure 3.17. 

  

Figure 3.17: Visualization of IBI 
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3.2 Dataset Preparation 

Data extraction is the process of extracting predictor data and target that is the impervious 

surface in this case to train the Machine Learning model which is explained in Figure 3.18. 

The data that is required for the data extraction process is Sentinel-2A image which is 

explained in 3.1.2, Rasterized OSM which is explained in 3.1.1, and Sample Polygon. 

Sample Polygon is the feature collection of collected polygons where there is high 

impervious surface area which is mapped using buildings and roads from OSM. 

 

Figure 3.18: Data Extraction Process 
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Map 3.4: Collected Sample Polygon of OSM Layer 

These 19 samples polygons given in Map 3.4 are selected according to the place which are 

highly are urbanized in Nepal and have more feature such as roads and buildings are 

mapped in OSM. Since, this study focus from the data of Nepal but as the impervious 

surface are quite similar in other countries, the sample polygon can be also taken from other 

places which highly urbanized and more mapped features in OSM. 

Sentinel-2A image and OSM Rasterized data are clipped according to Sample Polygon and 

then merged to produce feature stacked image. 

The features that are collected from Sentinel-2A and Rasterized OSM are as follows: 

Bands = [“B2”, “B3”, “B4”, “B5”, “B6”, “B7”, “B8”, “B8A”, “B11”, “B12”] 

Indices = [“NDVI”, “NDWI”, ”NDBI”, “SAVI”, “MNDWI”, “IBI”] 
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Sentinel-2A = Bands + Indices  

        = [ “B2”, “B3”, “B4”, “B5”, “B6”, “B7”, “B8”, “B8A”, “B11”, “B12”, “NDVI”, 
 “NDWI”, ”NDBI”, “SAVI”, “MNDWI”, “IBI” ] 

           OSM =  [ “impervious” ] 

Feature Stacked Image = Sentinel-2A + OSM  

= [ “B2”, “B3”, “B4”, “B5”, “B6”, “B7”, “B8”, “B8A”, “B11”, “B12”,    
“NDVI”, “NDWI”, ”NDBI”, “SAVI”, “MNDWI”, “IBI”, ”impervious” ] 

  

Kernel Size = [64 X 64] 

 

 

Now, the Feature Stacked image is converted into Feature Stack Array using 64 X 64 

Kernel. 100 random sample point is taken and according to that sample point, 100 sample 

Patch is extracted from Feature Stack Array. Each Sample Patch will have a size of 64X64 

with a height of 16 as the total number of features is 16. Then these sample patches are 

merged and converted to Tensorflow Record File with a tfrecord. Custom TFRecord data 

format from TensorFlow is quite handy. The blazing-fast tf.data API, distributed data sets, 

and parallel I/O use native support of the files. These files are ingested as data to the deep 

learning model for training, testing, and validation. After that, each tfrecord file is randomly 

transferred to either training, validation, or testing folder.  

Patch Size = [64 X 64] 

Training Dataset = 80% 

Testing Dataset= 20% 

Validation Dataset= 10% 

 

Training data are those data that are used for fitting the model. Similarly, validation data are 

datasets used to give an impartial evaluation of model fit on the training dataset while 

1 2 ... … 64 

2     

…     

…     

64     
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tweaking the hyperparameters. Finally, after fitting the model with the training and validation 

dataset, the testing dataset is used to evaluate the fit model.  

3.3 Model Development 

The Model Development section deals with deep learning model development and different 

parameter selection for further training, testing, and prediction purpose. 

3.3.1 Optimizers 

Optimizers are techniques or strategies used to modify characteristics like weights and 

learning rates of your neural network to reduce losses. Optimizers are responsible for 

minimizing the error and maximizing the efficiency of the model. In this study, we are using 

Adam Optimizer. Adam Stands for Adaptive momentum estimation introduced by Kingma 

& Ba (2017). For the gradient optimization of stochastic objective functions, Adam is a 

simple and computer-efficient technique. Adam has the advantage in solving large 

databases with a higher dimension. Adam combines the benefits of two algorithms AdaGrad 

and RMSProp (Kingma & Ba, 2017). The default parameters of Adam used from Tensorflow 

API in this study, and are as follows: 

learning_rate = 0.001, beta1 = 0.9, beta2 = 0.999 and epsilon = 1e-08 

3.3.2 Loss Function 

The loss function calculates the gap between the actual data and the predicted output. It is 

the technique to find the efficiency of the model. The cost or loss function reduces to a 

unique scalar value, a value that allows candidates' solutions to be classified and compared, 

the numerous excellent and poor characteristics of a possible complicated system (Reed & 

MarksII, 1999). 



 62 

Since this study deals with regression problems we will be using “Mean Squared Error 

(MSE)” as a loss function. Mean Squared Error function is the squared difference between 

predicted output y_pred and actual output y_actual divided by the total number of outputs.  

 
𝐿(𝑦, 𝑦′) =

1

𝑁
∑(𝑦 − 𝑦𝑖

′)2

𝑁

𝑖=0

 
(8) 

 

Loss Function = Mean Squared Error 

3.3.3 Metrics 

Metrics are the function that is important for finding the performance of the Regression 

Model. The metrics show how your model is converging towards minima. In this study, the 

“RMSE” Root Mean Squared Error function is used as a Metric. RMSE is an extension of 

MSE. RMSE is a quadratic rule for measuring the average size of the error. It's the square 

root of average squares of prediction and real observation difference. 

Metric = RMSE  

 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦 − 𝑦𝑖

′)
2

𝑁

𝑖=0

 

(9) 

 

3.3.4 Activation Function 

In Neural Network, Activation Functions are used to calculate the weighted number of inputs 

and biases, which decides whether a neuron may be activated or not. The data given is 

manipulated by gradient processing which generally leads to a gradient descent to generate 

a NN output including the parameters of the data (Nwankpa et al., 2020). It is used to assess 



 63 

whether a neural network's output is yes or no. It converts the resultant values from 0 to 1 

or -1 to 1, and so on (Sharma, 2021). 

3.3.4.1  Sigmoid 

The activation function in the artificial neural network is useful for transforming an input into 

a specific output when determining the outcome in the form of a prediction model. The 

activation function utilized in this investigation is sigmoid (Pratiwi et al., 2020). Sigmoid is 

mostly used in Deep Neural networks and is non-linear. Sigmoid is easy to use than other 

activation functions (Nwankpa et al., 2020). 

 
𝑓(x) =

1

(1 + 𝑒−𝑥)
 

(10) 

 

3.3.4.2  ReLU 

ReLU stands for Rectified Linear Units and was first proposed by Nair & Hinton (2010). 

ReLus is one of the widely used Deep Learning Activations Function. The ReLU AF 

conducts a threshold operation with values less than zero are set to zero for each input item 

(Nwankpa et al., 2020). ReLu is given by: 

 
𝑓(𝑥) = max(0, 𝑥) = (

𝑥𝑖,     𝑖𝑓 𝑥𝑖  ≥ 0

0, 𝑖𝑓 𝑥𝑖 < 0
) 

(11) 

 

3.3.5 FCNN UNet Model 

As, Impervious Surface consists of very complex material which requires the investigation 

done at pixel level from Sentinel-2A imagery utilizing fully convolution neural network 

(FCNN) specially UNet model (McGlinchy et al., 2019). UNet is a Computer Vision Semantic 

Segmentation algorithm and was first introduced by Ronneberger et al. (2015) for 
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Biomedical Image Segmentation. Here in this study the same configuration of UNet is 

implemented to find the impervious layer as given Figure 3.19. 

 

Figure 3.19: Representation UNet Model (Adapted From, Jiao et al., 2020) 

There are two ways to architecture. The first path is the path (also known as the encoder) 

to record the image context. The encoder is only a standard set of convolutionary and max-

pooling layers. The second approach is the symmetric expansion path (also known as the 

decoder) that allows for accurate localization using transposed convolutions. And thus, it is 

also called FCNN because of its end-to-end convolution layer (Lamba, 2019). 

The UNet architecture is explained in figure 31 below. It consists of two parts as explained 

above one is called encoder and another decoder. The encoder consists of a convolution 

network with 3X3 unpadded convolution which is followed by the ReLU activation function 

and 2x2 max-pooling layer. In each step of the encoder, the number of channels is doubled. 

Similarly, the decoder consists of 2X2 up-sampling convolution which cuts the number of 

channels into half and is concatenated with cropped feature map from an encoder. The 

decoder also has a 3x3 convolution with a ReLU activation function. At last, the 1x1 

convolution layer is followed by tanh activation function to produce a probability layer of 

impervious surface. 

The schematic diagram of UNet architecture for this study is given below in Figure 3.20 and 

snapshot of implementation of UNet mode in Python using Tensorflow library is given in 

Figure 3.21. 
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Figure 3.20: Architecture of UNet Model (Adapted From, Ding et al., 2019) 

The implementation of UNet is given below using TensorFlow API. 

 

Figure 3.21: Implementation of UNet using TensorFlow API 
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3.4 Feature Exploration 

Before fitting the data or feeding the machine learning model, it is very important to 

understand how features are behaving towards target value. Simple linear regression 

analysis is used to determine the linear connection between a predictor and an outcome 

variable (Zou et al., 2003). Given below in Figure 3.22 is a simple linear regression plot 

between Features and target value which is impervious. 

 

Figure 3.22:Feature Relationship with impervious surface 
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The above plots are between B2, B3, B4, B5, B6, B7, B8, B8A, B11, B12, NDVI, NDWI, 

NDBI, MNDWI, SAVI, and IBI with impervious data. From the above plot B2, B3, B4, B5, 

B12, NDBI, MNDWI, and IBI have positive relationship, similarly B6, B7, B8, B8A, NDVI, 

NDWI, and SAVI have a negative relationship and B11 show no relationship as it has an 

almost flat line. 

Similarly, another important analysis in the exploration of data is to find the mutual 

information scores. Mutual Information plays an important role in selecting the features 

which are playing an important role in predicting the target variables (Liu et al., 2009). 

Mutual information can detect linear as well as non-linear relations between target and 

predictor. Given below in Figure 3.23 is the plot of mutual information score and we can see 

that B5, B11, and B12 have very less scores whereas NDVI and SAVI have a high score 

towards predicting impervious surface. 

 

Figure 3.23: Mutual Information Score of Features 
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3.5 Model Fitting and Inferencing 

Model fitting denotes the statistical process through which the theoretical predictions are 

compared to current data in one specific population (Neale & Maes, 2004). If the model 

fails, the theory, or at least a portion of it, should be rewritten. If the model fits, it does not 

necessarily indicate that it is "correct" in a broad sense; nonetheless, it may be useful in 

future studies that extend the scope of the model (Maas et al., 2020). Mostly algebraic and 

statistical components are involved while fitting the model. A well-fitted model gives precise 

results. Sometimes model gives overfitted or under fitted results in the case of overfitting of 

the model or underfitting of the model. When a machine learning or deep learning model's 

performance on unseen test data deviates from the performance seen during training, this 

is referred to as overfitting (Yeom et al., 2018). 

While fitting the model early stopping has been used. Early stopping is a way that enables 

you to specify and stop training for arbitrary numbers as soon as the performance of the 

model stops improving with a validation dataset. The parameters used for early stopping 

are given in Figure 3.24. 

 

Figure 3.24: Code Snippets of Early Stopping 

So according to early stopping our model training will wait for 20 epochs and if the error is 

not decreasing more than 0.001 even after 20 epochs then it will stop and it will restore the 

best weights which will give the best output among the result. 

Similarly, code snippets of the parameters used in fitting the model is given in Figure 3.25. 
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Figure 3.25: Code Snippets for Model Fitting 

The model fit takes the parameter x which is training data, an epoch which is the number of 

times it will be going through whole training data, steps_per_epoch is 500, validation_data 

will take evaluation data to tune the model, callbacks take the early stopping parameter and 

the validation_steps take the number for validation data. 

After getting the appropriate trained model, it can be used to find the impervious surface 

probability layer of study area which is Kathmandu Valley. It can be also used to find the 

impervious layer of other places and cities which are highly urbanized.  

For the fitting, the model three combinations of features are used and they are as follows: 

3.5.1 Optical Bands 

At first, the model is fitted with Optical band features. The optical band features are as 

follows. 

Features = Optical Bands = [‘B2’, ‘B3’, ‘B4’, ‘B5’, ‘B6’, ‘B7’, ‘B8A’, ‘B8’, ‘B11’, ‘B12’] 

The total number of features used in this training is 9. 
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Figure 3.26: Loss and RMSE chart using Optical Bands as Features 

Training RMSE 0.18333 

Test RMSE 0.1991 

 

When the model is trained using optical bands it ran for 34 epochs with a minimum training 

RMSE is 0.18333 given in Figure 3.26. The inference is done using the same model to find 

out the probability distribution of the impervious surface of Kathmandu Valley and is given 

in the below Map 3.5. 
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Map 3.5: Probability Distribution of Impervious Surface using Optical Bands 
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Figure 3.27: Percentage of Impervious Surface using Optical Bands 

The percentage of impervious that are predicted using optical bands is higher in less than 

25%, similarly between 25% to 50% which is like 50% to 75%. It has also predicted some 

impervious surfaces which are greater than 75% which is given in above graph Figure 3.27.  

3.5.2 Optical Bands and Indices 

I this section the model has trained again by adding the indices feature with optical bands. 

Features = Optical Bands + Indices 

= [‘B2’, ‘B3’, ‘B4’, ‘B5’, ‘B6’, ‘B7’, ‘B8A’, ‘B8’, ‘B11’, ‘B12’, ‘NDVI’, ‘NDWI’, 

‘NDBI’, ‘MNDWI’, ‘SAVI’, ‘IBI’] 

The total number of features used here is 16. 
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Figure 3.28: Loss and RMSE chart using Optical Bands and Indices as Features 

Training RMSE 0.18185 
 

Test RMSE 0.1976 

When the model is trained using optical bands and some indices it ran for 39 epochs with 

minimum training RMSE is 0.18185 which is at 37 epochs due to early stopping as given in 

3.28. The inference is done using the same model to find out the probability distribution of 

the impervious surface of Kathmandu Valley and is given in the below Map 3.6. 

 

Figure 3.29: Percentage of Impervious Surface using Optical Bands and Indices 
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The percentage of impervious that are predicted using optical bands is higher in less than 

25% which is 75.28%, similarly between 25% to 50% which is higher than 50% to 75%. It 

has also not predicted any impervious surface greater than 75% which is given in Figure 

3.29.  

 

Map 3.6: Probability Distribution of Impervious Surface using Optical Bands and Indices 
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3.5.3 Selected Features 

From the feature exploration section, we can find that not all the features are contributing 

to the impervious surface. The feature which has a low score in mutual information and 

does not show a positive or negative relationship can be eliminated from the features (H. 

Zou et al., 2003). So features that have a low score and do not show good relationships are 

B5, B11, and B12. 

Selected Features = [‘B2’, ‘B3’, ‘B4’, ‘B6’, ‘B7’, ‘B8A’, ‘B8’, ‘NDVI’, ‘NDWI’, ‘NDBI’,  

   ‘MNDWI’, ‘SAVI’, ‘IBI’] 

Now all together we have 13 features for training. 

 

Figure 3.30: Loss and RMSE chart using Selected Bands and Indices 

Training RMSE 0.18331 
 

Test RMSE 0.1985 
 

 

When the model is trained using selected bands and indices it ran for 32 epochs with 

minimum training RMSE is 0.18331 which is at 32 epochs due to early stopping as given in 

Figure 3.30. The inference is done using the same model to find out the probability 

distribution of the impervious surface of Kathmandu Valley and is given in the below Map 

3.7. 
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Map 3.7: Probability Distribution of Impervious Surface using Selected Optical Bands and Indices 
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Figure 3.31: Percentage of Impervious Surface using Selected Bands and Indices 

The percentage of impervious that are predicted using selected optical bands is higher in 

less than 25% which is 67.96%, similarly between 25% to 50% which is higher than 50% to 

75%. It has also not predicted any impervious surface greater than 75% which is given in 

Figure 3.31.  

3.6 Result Comparison 

The UNet model was trained with parameters such as Adam as an optimizer, Mean Squared 

Error as Loss, and Root Mean Squared Error as the metric. It uses the ReLU as an 

activation function in the convolution layer and the sigmoid as the final activation function 

to produce the probability layer of the impervious surface.1 
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Table 3.4: Training and Test RMSE 

 Optical Bands Optical Bands and 
Indices 

Selected Bands and 
Indices 

Training RMSE 0.18333 0.18185 0.18331 

Test RMSE 0.1991 0.1976 0.1985 

 

Training and Test RMSE for each model using different features are given above. The 

training RMSE and Test RMSE is lower in the model using Bands and Indices and higher 

in the model using only Optical Bands as given in Table 3.4. 

Similarly, from Figure 3.32 we can see all three predicted probability layers of impervious 

surface. The OSM layer is sparse as all the buildings, as well as other impervious surfaces, 

are not mapped well. The impervious surface layer using only optical bands of Sentinel-2A 

of 10m does pretty much a good job in the inferencing probability distribution, but it has 

some drawbacks as it failed to recognize the runway of the airport. It does a good job in 

separating the previous layer from impervious like river and forest tree areas. Similarly using 

optical bands and indices also does a good job in finding the impervious surface, but it also 

fails to generalize the airport runway. It has predicted impervious surface layer and 

separated pervious surface better than only using optical bands. It has also the lowest 

RMSE score in both training and testing datasets. The probability distribution of impervious 

surface using selected bands and indices has been predicted very well for impervious 

surface but in some cases, it fails to separate the pervious surface from impervious. 
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Figure 3.32: Probability Distribution Impervious Surface Comparison 

Roads and buildings are well predicted in all three probability distribution model layers. 

There are also not many differences in the RMSE score of all three models. 

Impervious layer between 0 to 0.25 class is higher using optical bands and indices which is 

75.28%, similarly between 0.25 to 0.5 is higher in using selected indices which is 18.96%, 

between 0.5 to 0.75 is higher using optical bands which is 15.552% and above 0.75 has 

only been predicted using optical bands which 0.002862% which are given in below Figure 

3.33.  
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Figure 3.33: Comparison of Percentage of Impervious Layer from all three models 
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Chapter- 4: Discussion and Conclusion 

4.1 Discussion 

The UNet model is trained with same configuration by varying the number of features. From 

Table 3.4 of RMSE score matrix it is observed that optical bands with all the indices shows 

the better score in comparison of other two in RMSE. As model comparison with techniques 

given in literature review is difficult to compare with the proposed method as most of the 

result is based on some indices to identify impervious surface using remote sensing 

approach or even if it is the case with machine learning there is difference region, model 

configuration and time period. 

Bauer et al. (2004) presented impervious surface classification using Landsat with R2 values 

of 0.86. Similarly Corbane et al. (2020) obtained 61% to 83% accuracy using Facebook and 

Microsoft built-up areas with CNN model. McGlinchy et al. (2019) got 98% accuracy using 

2m bands of WorldView-2. These all methods are difficult to compare with the presented 

study as model is trained using the data is Sentinel-2A as predictor and OSM patches as 

target from value for impervious surface probability distribution from Nepal only which have 

0.181 as Training RMSE and 0.1976 as Testing RMSE score. 

4.2 Conclusion 

In this study, we have presented a Deep Learning method to find the probability distribution 

of impervious surfaces using the CNN UNet Model. Deep Learning is a powerful method 

that has advantages such as features are automatically inferred, appropriate adjustment of 

feature, and maximum utilization of unstructured data to get the high-quality desired result 

over other Machine Learning methods.  
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This study utilizes the mapped Volunteered Geographic Information (VGI) data storehouse 

of OSM for labeling as impervious surface and Sentinel-2A data with 10-meter resolutions 

band were regarded as a predictor for the impervious surface. And the combination of these 

features which includes bands and indices were made to train three different models. The 

Test dataset RMSE scores of these models are 0.1991, 0.1976, and 0.1985. These different 

models are successful in identifying the impervious surface of Kathmandu Valley districts. 

The visual debugging of these three different models has a good impression in predicting 

impervious surface layer. 

Since Deep Learning methods are data-hungry models and they require a huge amount of 

data for training. In this study, we have taken 19 amount sample polygons among these 

polygons 12 polygon patches were fed to the training of impervious surface. To get a better 

and finer result the training data should be accurately mapped and should cover the whole 

impervious area for training purposes.  
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Chapter- 5: Limitations 

Some limitations of this study using the data from OSM mapped layer and models output of 

impervious layer are as follows: 

• Not all the buildings are mapped in the OSM layer which gives the wrong impression 

of impervious layer and is regarded as pervious area as given in Figure 5.1. And in 

this case, the value is given 0 even if the area is impervious surface. 

 

Figure 5.1: Not mapped building 

• Some roads which are in line geometry in the OSM layer are mapped on the side of 

the road rather than the center and as given in Figure 5.2, if we put buffer then there 

is a high probability that some pervious surface is also regarded as the impervious 

surface in training data as given value 1 rather than 0. 

  

Figure 5.2: Linear roads and roads with buffer 
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• Buildings roofs are of different material compositions, some are of the thatched roof, 

some are of cement and sand, some are of steel (Wieland & Pittore, 2014) which 

have different surface reflectance and add some noise in data. 

• Dry rivers which are also predicted as an impervious layer in some cases and an 

example of such case is given in Figure 5.3. 

 

Figure 5.3: Dry River as Impervious Surface 

• Since the deep learning model, such UNet models are data-hungry models which 

required a lot of data but the data that is mapped in OSM of Nepal is less than what 

is required. 
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